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ABSTRACT: Collaborative filtering recommender systems 

being the most successful and widely used plays an 

important role in providing suggestions or 

recommendations to users for the items of interest. 

However, many of these systems recommend items to 

individual users based on ratings which may not be 
possible if they are not sufficient due to the following 

problems: it may lead to the prediction of uninterested 

popular items already known to the users because of the 

penalty function employed to punish those items, the 

sparsity of the user-item rating matrix increases making it 

difficult to provide accurate recommendations and also it 

ignores the users general preferences on the recommended 

items whether they are of interest to users or not. Therefore, 

many times uninterested items can be found in the 

recommended lists of an individual user. This will make 

user to lose interest in the recommendations if these 
uninterested predicted items always appear in the lists. In 

this paper, we proposed a collaborative filtering 

recommendations refinement framework that combines the 

solutions to these three identified problems. The framework 

incorporates a popularise similarity function to reduce the 

influence of popular items during recommendations, an 

algorithm to fill up the missing ratings of unwanted 

recommendations in the user-item rating matrix thereby 

reducing the sparsity problem and finally an algorithm to 

solicit for user feedback on the recommended items to 

minimise uninterested recommendations. 
KEYWORDS: Collaborative Filtering Recommendations, 

Sparsity, User Preference, Popular items, Uninterested 

Recommended List. 

 

1. INTRODUCTION  

 
The increasing amount of information on the web and 

the emergence of e-commerce have led to the 

problem of information overload. Because of this 
problem, it becomes difficult for users to search for 

items of their interest. Therefore, a recommender 

system is essential in order to identify items based on 

user’s interest. The system is an information filtering 
system that recommends relevant items to users by 

analyzing the users explicitly mentioned preferences 

and interests [RV97, KAU16]. It saves a lot of time 

and effort of users typically involve in issuing 

different queries about the items of interest, by simply 
prioritising and personalising large volume of 

information available at its disposal to find the 

unknown relevant items needed by the users. This 
prompted many research efforts on recommender 

systems [G+92, Bur02, LSY03, M+03, PB07, 

C+11a]. 

Recommender systems are categorized into three : 
Content-Based Filtering (CBF) [AT05, PB07], 

Collaborative Filtering (CF) [G+92, Z+05, YAL13, 

G+15, N+10, O+11, ZNC13, YW16, ERK10, X+13] 
and Hybrid Filtering (HF) [Bur02, C+12]. CBF 

recommends items to users that are similar in content 

to those items the users have already liked in the past 
[AT05]. It uses users’ profiles as content 

representation and then compares those profiles with 

new items features in order to provide 

recommendations. However the CBF fails to 
differentiate a good item from a bad item when both 

items use similar words (synonymy problem) and to 

retrieve multimedia item due to its perception of the 
content [C+11a]. CF on the other hand recommends 

items by considering users’ ratings of an item to find 

the match of rating patterns of some items involving 

other users with similar interests [MLR03, C+11b]. 
Unlike CBF, CF deals with users ratings given to 

items not content of the items but ignore to provide 

recommendation to new user without ratings, which is 
referred to cold start problem [KAU16]. HF employs 

the concept of CBF and the CF to provide 

recommendations.  Among these systems, CF is the 
most popular and successful that provides 

personalised recommendation to users because it can 

be used to recommend any type of items to users such 

as books, movies, news, music, web pages and so 
forth [C+11b, PM12]. Therefore, this research 

focuses on CF recommender.    

A typical CF recommender system requires some 
representations of users and items. This system 

generates an individual’s interest based on other 
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similar users. The general idea is, given a user u, the 

system ranks other users based on similarity with 

users,        . It then predicts user preferences 
based on the preferences of 1,2,…,m users. The 

preference is on based a common set of objects or 

items        . Normally, the users and objects are 

arranged in a matrix called rating matrix.  
Several studies have been conducted on CF systems 

to provide accurate recommendations to users [Z+05, 

YAL13, G+15, N+10, O+11, ZNC13, YW16, C+11b, 
RAP16, X+13].  Specifically, some studies focus on 

how to developed effective similarity functions to 

determine similar users/items and predict correct item 
rating based on the users preferences/rating [Z+05, 

YAL13, G+15, N+10, O+11, ZNC13, YW16]. While 

other studies to reduce data sparsity [C+11b, RAP16, 

X+13]. Despite these studies, several shortcomings 
are left unresolved, which include: The existing 

approach fails to recommend popular items due to 

similarity metric used that highly penalise popular 
items; The approach also recommends items that are 

not of interest to users due to its failure to solicit for 

user opinion of the items; and in addition, it increases 
data sparsity problem because unwanted 

recommended items are ignored. These shortcomings 

pose significant challenges in providing good and 

acceptable recommendations to the active user. This 
current research work seeks to address the highlighted 

problems that affect the usefulness of the 

collaborative filtering recommender systems. 
In this research work, we are particularly interested in 

proposing an effective CF-based framework that 

refines recommendation lists of item-based CF 

algorithms by incorporating the following: Firstly, a 
popularize similarity metric for recommending 

popular items to user by reducing the penalisation of 

these items is proposed; Secondly, an algorithm that 
solicits for users’ preferences in order to avoid 

recommending items that are not of user’s interest; 

Lastly, an algorithm to fill up the missing rating data 
in the matrix with a view to reducing the data sparsity 

problem caused by unwanted recommendations.  

The paper is organised into three sections as follows: 

In Section 1, we provide an introductory aspect of the 
proposed framework. In section 2, we investigated the 

CF recommender systems related works with a view 

to identify the gap that necessitated this research 
work. In section 3, we describe the proposed 

framework to address the identified gap. We conclude 

the paper by discussing the feature work in section 4. 
 

2. RELATED WORKS 

 

CF systems are the most popular recommender 
systems that recommend any type of items to the 

users. There are many research works conducted to 

refine the algorithms for improving the quality and 

accuracy of the recommendations of these systems. 

In this section, some related works of these systems 
are presented as follows:  

Ziegler et al. [Z+05] presented an algorithmic 

framework based on topic diversification to user and 
item-based CF for increasing the diversity of the 

top-N list of recommended items. The framework 

takes the accuracy of suggestions and user’s interest 

in specific topics into account. It uses a method that 
tends to balance and diversify the new 

recommendation lists of items so as to reflect the 

current user’s tastes. The framework is evaluated 
using precision, recall and intra-list similarity on 

BookCrossing dataset. It generates the 

recommendation list that goes beyond accuracy by 

including the users’ perceived list of diversity. 
However, the framework fails to consider a right 

mix of diverse recommended items to address the 

demand of multiple user interests. 
Zhang [Zha09] proposed an improved novel 

algorithm based on recommendation lists 

diversification to promote user multiple interests’ 
satisfaction. The algorithm used a technique that 

considers computation of item topic vector, trusted 

neighbours computation and prediction preference of 

the user concerned.  The technique considered 
selecting diverse recommendation neighbours to 

improve the recommendation lists diversity. The 

technique considered selecting diverse 
recommendation neighbours to improve the 

recommendation lists diversity. The algorithm is 

evaluated using epinions.com dataset and the results 
show that diversifying recommendations can 

improve the quality of the recommended items. The 

recommendation diversity focus on the similarity 

between items neighbours only without considering 
the users who are not similar to the active user. 

Yang, Ai and Li [YAL13] proposed neighbour 

diversification approach for the purpose of 
improving recommendation lists. The approach 

employs an algorithm that selects k diversity of 

neighbours instead of top-k most similar neighbours. 

The algorithm uses a diverse set of neighbours to 
provide recommendations to users based on this 

neighbour set with a view to improve the 

recommendation lists. The approach is evaluated on 
MovieLens dataset using six different evaluation 

metrics namely precision, recall, individual 

diversity, novelty, aggregate diversity and coverage. 
The results improve the effectiveness of the 

proposed approach in terms of the diversity of the 

recommendation lists. However, it may not provide 

dynamic recommendation because it ignores 
dynamic nature of the recommendation processes.  
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Gasmi et al. [G+15] proposed a new temporal CF 

algorithm to reflect the dynamic nature of user 

interest changes on the recommended items. The 
algorithm incorporates a method that uses items in 

relation to the predicted one to produce the 

similarity scores needed to capture the reality of user 
preferences.  The method consists of a simple 

weighting function that computes each score with a 

weight for the different items based on user’s 

interest changes according to time. The quality of 
the proposed temporal recommendation algorithm 

was evaluated on MovieLens dataset using Mean 

Absolute Error (MAE) metric. The results 
demonstrated that the proposed algorithm has lower 

MAE values than the traditional CF algorithm. 

However, it may not satisfy the user’s dynamic 

interests due to weakening the score value of the 
older items. 

Nakatsuji et al. [N+10] presented a novel 

recommendations system to recommend items by 
expanding user interests. The system utilises a 

similarity method that model user interest based on 

items rated by the individual users and the taxonomy 
of items to measure similarity among users. This 

method uses an algorithm to adjust the similarity 

between users and items thereby; the 

recommendation of items is done to the active user 
by considering items with high novelty. The 

proposed system is evaluated on MovieLens and 

non-Japanese music artists’ datasets, by using MAE 
and coverage metrics to determine the effectiveness 

of the approach. Results show that, this system can 

recommend items with high novelty and a better 
accuracy than the existing methods used in the 

study. However, it may lead to poor accuracy of the 

recommendations provided to the active user 

because popular items are ignored. 
Oh et al. [O+11] presented a novel recommendation 

system based on Personal Popularity Tendency 

(PPT) matching which recommends items to users. 
The system uses a popularity method to recommend 

items similar to PPT of each individual user while 

improving the recommendation accuracy of the 

active user interest. The system proposed uses an 
algorithm to penalise popular items while balancing 

novelty and preference of the active user during 

prediction process. The efficiency of the proposed 
method is evaluated on MovieLens dataset using 

popularity, diversity and accuracy metrics. The 

results indicated that, PPT method performs better in 
terms of novelty and accuracy of the 

recommendations than the existing methods. 

However, it may lead to inaccurate recommendation 

due to failure to penalise the popular items. 
Zhao, Niu and Chen [ZNC13] proposed an opinion-

based approach to deal with popularity bias in user-

based CF recommender system. The system 

introduces a weighting function that replaces the 

original weighting function used in measuring the 
similarity among users’ neighbours. The function 

reduces the influence of popular items by 

considering the opinion of users on the target item, 
which is also included in the similarity function. The 

proposed approach is evaluated on MovieLens 

dataset using normalised discounted cumulative 

gain, coverage and coverage in long tail metrics. The 
results demonstrated that, the approach outperforms 

the comparative approaches in dealing with popular 

items by decreasing items with similar opinions and 
increasing items with dissimilar ones based on high 

accuracy of the recommendations. But it fails to 

allow the user to specify the items that are not of 

interest to capture the real users’ interest. 
Yang and Wang [YW16] studied the user-based and 

item-based CF system that recommends a list of 

items to a user. The system consists of a method that 
uses user active index and item popularity index to 

find neighbour of users (or items), and predictive 

score. The method also used algorithm that reduces 
the influence of highly active users and highly 

popular items. The proposed system was evaluated 

on MovieLens and GOMO datasets using three 

evaluation metrics namely, recall, coverage and 
average popularity. The experimental results 

indicated that, the system provides recommendations 

with better quality while decreasing average 
popularity than the traditional methods. However, it 

may not recommend popular items due to high 

reduction of the items popularity. The system also 
fails to solicit for user preferences of the items. 

Furthermore, it increases the sparsity of user-item 

rating matrix due to unwanted recommended items.  

Based on the investigated literature the afore-
mentioned issues have not been incorporated 

properly in the existing CF recommendation 

framework. This forms the basis and motivation of 
our research work. 

 

3. PROPOSED CF-BASED FRAMEWORK 

 

3.1 Building CF Algorithm 
 

The core algorithmic approaches to be developed in 
this work will follow the CF algorithm development 

methodology. Zhang [Zha11] identified that, 

traditional CF algorithms can be built using 3 basic 
steps namely building user-item rating matrix, 

finding target user’s neighbours based on the 

similarity of users and generating the 

recommendation to users. 
 

 



Anale. Seria Informatică. Vol. XVII fasc. 1 – 2019 
Annals. Computer Science Series. 17

th
 Tome 1

st
  Fasc. – 2019 

29 

3.1.1 Building User-Item Rating Matrix 

 

The recommender system normally has m users and 
n items that can be expressed in the form of mxn 

matrix as shown in (1). In the matrix, m means rows, 

n means columns and rij means the rating of user i on 
item j. If the user i did not rate item j, then rij=0 and 

this is what the algorithm is trying to predict. 
 

       

 
 
 
 
 
 
                     
                    

             
              
               

                    
 
 
 
 
 

                (1) 

 

3.1.2 Finding User Neighbours 
 
There are three (3) traditional methods used to find 

the similarity between the nearest users’ neighbours 

and the target user. 
(i) Cosine Similarity: Since the user rating is seen 

as the n-dimensional vector space problem. Here, the 

items are represented as two vectors containing user 

ratings and the similarity between the two items 
(item i and item j) is computed as the cosine of the 

angle between these two vectors [S+01]. Therefore, 

it is assumed that if the user did not rate the item, the 
value will be set to 0. The Cosine Similarity formula 

is shown in (2). 
 

                  
       

         
                                   (2) 

 

(ii) Modified Cosine Similarity: Typically in the 

cosine similarity measure, the problem of different 
users rating preferences has not been taking into 

account. So, the modified cosine similarity measure 

assumes that users can normally give low or high 
ratings to some items. To address this highlighted 

problem, this similarity measure considers 

subtracting users’ or items’ average rating from the 

individual user given rating as shown in (3).  
 

          
                      

                                     
                 (3) 

 

Where Ri and Rj are the average ratings for item i 

and item j. 

(iii) Correlation Similarity: The Pearson 
Correlation Coefficient considers users rating over i 

and j together as a set of items with Iij, that is the 

user i and user j is the similarity between the sim(i, 

j) as shown in (4). 
 

          
                      

                                         
               (4) 

3.1.3 Generating Recommendation 
 

To predict some item of interest to the target user, 
the predicted rating on item i of user u illustrated as 

Pui as in (5) is used by the collaborative filtering 

recommendation prediction algorithm. 
 

      
     

                         
   

            
   

         (5) 

 

Where Ru is the user average rating and Pui is the 

predicted rating for user u on item i. 

 

3.2 Refinement Proposal for CF-Based 

Recommendations  

 
Both user-based and item-based CF methods used 

equation (3 or 4) to find the similarities between items 

or users. Each of the algorithms uses equation (5) to 
generate recommendations of items to users. These 

algorithms and their existing improvements are based 

on the CF architecture that normally terminated at the 
stage of recommendation list of items for the active 

user as described [IFO15]. Consequently, the user 

may or may not be interested in some of the items in 

the recommended list thereby causing fewer ratings 
for the items which in turn affects the prediction 

accuracy. Therefore, to alleviate the effect of these 

issues on the recommendations the CF refinement 
framework is proposed in this work as described in 

Fig. 1. It incorporates three (3) additional components 

namely a popularise similarity function to reduce the 

penalty on items,  an algorithm to solicit for user 
preference on the items, and a sparsity reduction 

algorithm reduce the sparsity problem cause by these 

unrated recommended items in order to improve 
subsequent recommendations. 

 

3.3 Experimental Evaluation 
 

The incorporated strategies in the proposed 

refinement framework will be evaluated based on 

users’ interaction with the recommendations dataset 
provided by the Movielens recommender. 

 

3.3.1 Selection of Dataset 
 

The dataset to be used for the evaluation will be 

obtained from the widely used MovieLens 
recommender system developed by the GroupLens 

research team at the University of Minnesota, United 

State. The MovieLens datasets were used by 

different researchers to develop and test many of the 
core algorithmic advances in recommender systems 

researches [10]. These dataset were obtained based 

on the users’ interaction with the MovieLens 
recommender system over the years. 



Anale. Seria Informatică. Vol. XVII fasc. 1 – 2019 
Annals. Computer Science Series. 17

th
 Tome 1

st
  Fasc. – 2019 

30 

 

 

 

  
 
 
           
  
 

 

 
 
 
 
 
 

 
 

 

 

 

 

 

 

 

 

 
 

Fig. 1: Proposed CF-Based Methodological Framework 

 

3.3.2 Evaluation Metrics 

 

This work that refines the CF-based 
recommendation approaches considers the following 

evaluation metrics: 

(i) Mean Absolute Error (MAE) will be used to 

evaluate the accuracy of the proposed popularise 
similarity function during recommendations. The 

MAE metric is used to compare the prediction 

scores of the proposed method against the user 
actual ratings in collaborative filtering 

recommendations [CJZ10]. This accuracy metric is 

defined as in (6). 
 

    
          

 
   

 
                                    (6)                                        

 

Where N is the number of corresponding ratings 
prediction pairs. The MAE will be used to compare 

the prediction accuracy of the proposed refined 

approach with the existing one. 
(ii) Precision will be used to evaluate the relevance 

of the recommendations provided to the user by the 

proposed dialogue-based CF algorithm. Olmo and 
Gaudioso [18] stated that “precision shows the 

recommender’s capacity for showing only useful 

items, while trying to minimise the mixture of them 

with useless ones”. This metric is computed 

mathematically as in (7). 
 

          
                             

                            
           (7) 

 

The relevance of the recommended items to the 
user’s interest will be evaluated using precision 

metric for both the proposed and the existing 

approaches. 
(iii) Coverage will be used to evaluate the effect at 

which of the proposed sparsity reduction algorithm 

reduces the sparsity issues related to the available 

items that are ever recommended to users [C+11b, 
BGM15]. It is defined as in (8). 
 

         
                                          

                                         
           (8) 

                  

4. CONCLUSIONS AND FUTURE WORK  
 

Recommendation systems typically simplify the 

confusions cause to the users by the information 
overload problem when trying to find the items or 

product of interest. However, these systems did not 

take the effect of unwanted / unrated 
recommendations to users into account for improving 
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subsequent recommendations. To overcome these 

limitations, we present an improved CF-based 

framework that refines the initial recommendations of 
item-based CF algorithms by exploiting unwanted 

recommendations to address user interest needs on 

those items to be recommended. 
In future work, we will conduct an empirical 

evaluation of each component of the framework using 

Movielens datasets and other similar datasets 

available. Also a prototype CF-based system will be 
developed to test the proposed components/strategies 

to deal with the problem of unwanted 

recommendations. The accuracy and effectiveness of 
the proposed approaches will be evaluated using 

MAE, precision and coverage evaluation metrics. The 

future empirical study is expected to be useful in 

improving the performance of the proposed 
approaches with some state of the art approaches. 
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