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ABSTRACT. Separation of concerns is an_important software
engineering principle, meaning the ability .to identify, encapsulate,
and manipulate those parts of software that/are relevant to a particular
concern (concept, goal, purpose). A new emerging paradigm is
introduces and discussed — Aspect Oriented Programming, that makes
possible to express those programs that OOP. fails to support.

1 Introduction

Ten years ago arevolutionary movement started in the object-oriented (OO)
developer community that tried to bring a new level of flexibility to today's
complex object-oriented programming (OOP) paradigms. It's called Aspect-
Oriented Programming (AOP), a simple idea that promises radical results
for systems that use similar objects to interact with multiple classes - called
cross-cutting concerns. Examples of these concerns would be logging,
synchronization, -and error handling - for instance. OOP languages don't
handle these cross-cutting concerns - or aspects - very well from a design
standpoint, which results in tangled code. AOP was developed to separate
those concerns from the rest of the program to allow for more reusability
and to avoid duplicating code. Informally, if the main program is designed
from a top/down point of view, aspects would be introduced from the
left/right point of view and used by the program when needed.
Aspect-Oriented Software Development (AOSD) appears as a new
technology that focuses on the separation of cross-cutting concerns.
Although the AOSD has been working towards a solution since 1995, it still
hasn't become generalized enough for most programmers to understand and
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use confidently. According to many voices in the AOP community, which —
by the way — numbers only about 2,000 registered people worldwide, only
about 10-15% (300) of programmers are experienced enough to use AOP in
an OOP environment.

AOP doesn't require a new syntax or way of programming and it can be
introduced into OOP applications incrementally. There are three approaches
AOP takes when used by programmers - language-based, at the metadata
level, and code instrumentation at program runtime. All three are used to
complete what researchers call the aspect weaver. What's missing today is
standardization of the approaches used in AOP, maybe AOP_has to go to
some packaging into something a novice or mid-level programmer can type
and understand.

Using AOP doesn't deliver speed enhancements at’compilation‘time or
a drastic reduction in memory usage when its tun. What it delivers,
however, is a level of flexibility you can't find in today's larger programs. It
lets programmers develop components (or aspects) of an object so changes
can be made in one place, instead of throughout the hierarchies. While the
technology is being used at the university Ph.D. thesis level and within the
research laboratories like Microsoft /and IBM, AOP doesn't get a lot of
attention from the people who could provide the most growth opportunities
for the platform: IT managers.

2 Concerns

A concern is any issue in the domain of a problem, a property of an area of
interest of the system. It can be a primitive one (e.g., buffering, caching) or
a complex one (e.g., dependability, safety). More, a concern can be
functional (e.g., business rule) or non-functional (e.g., transaction
management).

The ability to identify, encapsulate, and manipulate only those parts of
the software that are relevant to a particular concept, goal or purpose is
called Separation of Concerns (SoC) and it is a main principle in software
engineering [OTO01].

SoC is closely related to composition and decomposition in
programming languages, introduced in [Dij76] when talking about design
process. In Dijkstra's opinion, the design process is about breaking down the
system into units of behaviour or function, often known as functional
decomposition. By splitting a large subject into smaller units, the
complexity of the system is reduced, then by composition — the assembly of
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these smaller parts into a system — the whole functionality is (re)achieved.
The definition says nothing about Zow to decompose a system and there are
a lot of attempts and approaches to do it. The only clue is that reasonable
criteria should be used in decomposing systems and the separation of
concerns principle [Par72] states that every part of a decomposed system
should be responsible for a well-defined task or concern of the system. It is
desirable to reason about every concern in isolation so they should have as
little knowledge about the other concerns.

In many situations separation of concerns is not easy to achieve. Once
software systems reach a certain complexity, the modularisation.constructs
provided by current programming languages and environments _fall. short.
Current software engineering techniques generally provide a dominant
decomposition mechanism that is not suitable to capture and represent all
kinds of concerns that can be found in software applications. This problem
is identified in [TOH99] as the tyranny of dominant decomposition: modern
languages and methodologies permit the separation and encapsulation of
only one kind of concern at a time. Examples of tyranny decomposition are
functions in functional paradigm, rules in rule-based systems and classes in
OO paradigm. Hence the conclusion it is impossible to encapsulate and
manipulate all the diverse and heterogeneous concerns in only one of the
decomposition mechanisms.

3 OO Tyranny

OOP allows the designer to express the essence of the design in small
amounts _of syntactic material. In this way, OOP removes a difficulty from
the design but — unfortunately -- it cannot do more than remove accidental
difficulties from the design and the complexity of the design itself is still
present [Bro87].

The fundamental aspect of OOP is modularity through encapsulation.
Modularity decomposes complex problems into manageable modules. In
well decomposed systems the modules show low coupling, i.e.
interdependencies between modules are minimised, and high cohesion, i.e. a
module's responsibilities are highly related. Modularity is a specialisation of
the separation of concerns principle in that it separates software into
components according to functionality and responsibility.

OOP modularise concerns by building hierarchies of classes through
classification and specialisation. The problem here is the quickly increasing
complexity of the system, due to the many objects and inter-relations
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between these objects. This leads to high coupling (strong dependencies
between objects) and low cohesion (weak bindings inside objects), the
opposite of what you get with good modularity (that is, objects with strong
inner relations and few coupling to other objects) [EKS92].

OOP was useful regarding the separation of functional concerns of a
system in class hierarchies. But across these hierarchies, concerns may exist
that are not possible to generalise through inheritance or polymorphism. It
seems that OOP approach of modularising software systems according to a
single concern does not provide enough structure for developing complex
systems. If we decompose a system into a class hierarchy, some general
issues cannot be dealt with in a modularised way. Concerns not represented
in the current system decomposition have to be forced onto the primary
decomposition. These concerns are called cross-cutting concerns..Concerns
that cross-cut these functional decompositions do not fit equally well into
the OO model and have potentially harmful impact on software engineering
quality factors (e.g., adaptability, maintainability, extensibility, and
reusability).

As an example, let us consider a credit card processing system: its core
concern would process payments, while its system-level concerns would
handle logging, transaction integrity, authentication, security, performance,
aso. Hence the credit card processing system consists of several concerns (at
least system-level ones) that cross-cut multiple modules. OOP techniques
for implementing such concerns result in systems that are invasive to
implement, tough to understand, and difficult to evolve.

The presence of these hidden concerns is revealed in two ways:

1. the concern's code is scattered throughout the system, that is we have
the actual functionality scattered across multiple classes as redundant
code.

2.the concern's code is tangled with other code, that is two or more
collocated concerns overlap each other.

As a consequence, hidden concerns can lead to:

1.  inconsistency when modifying the code

il. poorer maintainability

iii. less readable code

iv. inflexible code, and

v. violations of code standards and development procedures.

In the mean time, a proper separation of concerns has a number of
benefits, divided in the following categories [Ost03] :

i. Comprehensibility. Putting together pieces of code otherwise non-
contiguous in the program increases our understanding about them
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without having to know the structure of the whole system.

ii. Reusability'. The more a piece of code concentrates on a single
concern, the more likely to reuse it in different contexts.

iii. Scalability’. With a good separation of concerns we should be able to
escape Brooks' law’, because the required communication and coor-
dination is minimised. More, from a compiler perspective, program
parts with little dependencies on other program parts make it easier to
perform modular checking — that is, check and compile a single part
in isolation.

iv. Maintainability. 1t is easier to maintain if we can localise.a concern
in a single place.

The separation of concerns is a recognised problem in software
engineering and a lot of work was done to solve it. At the beginning,
separation of concerns was more oriented towards the implementation,
dealing with concerns that are tangled in the code. Then, Software
engineering community recognised the need of separation of concerns
through the whole software development cycle, starting with requirements
elicitation and specification, and going through design, implementation,
testing and so on. The new technology that is used is called Aspect-Oriented
Software Development (AOSD) and'it allows to separately specifying the
concerns of a system and some descriptions of their relationships and then it
provides mechanisms to weave or compose them together into a coherent
program [EFBO1].

4  Approaches

The first question to ask-here is what infrastructure is needed to support
AOSD? From the programmer point of view, we must supply aspect-
oriented (sub) languages that are based on the constructs and syntax that the
programmer is most familiar with, as well as features to manipulate the
cross-cutting characteristics of concerns. At the implementation level, the
aspect specifications must weave with the code and at runtime the support
for aspect specification and integration should not degrade performance.

A number of post-object technologies have been proposed, including

—

Reusability means that one piece of software is used in multiple places.

2 Scalability refers to a reasonable relation between cost and size of a software system.

3 Brooks' Law [Bro75] states that adding more people to a software project makes it later,
that is -in software engineering- Time <>Size/People

4 Maintenance means to add, remove or change a particular concern.
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generic  programming [Aus99], generative programming [CEO00],
computational reflection [Mae87], and the broad category of Advanced
Separation of Concerns (AsoC). AsoC provides a software developer with
a method of software decomposition more powerful than OOP provides
alone. Different AsoC techniques define different programmatic abilities to
reflect upon and modify the behaviour of a system. We briefly discuss some
of them in the following subsections.

4.1 Composition Filters

Composition filters is may be the oldest composition method [Ber94]. The
Composition Filters (CF) model is an evolution of the object model by
means of the Sina language. The main idea is to wrap every object with
Filters, i.e., entry code, which can catch and manipulate messages. Filter can
swallow a message, they can delegate (to implement inheritance, or extend),
or can synchronize with other objects (Synchroenisation protocols), or can
log, or can modify (override behaviour, adapt). To describe a range of data
abstractions, the authors used the term of interface predicate, then instead of
extending the language with numerous new language constructs, the
framework of composition filter (CF)._was introduced which integrates all
these desired constructs and interface predicates into a single, unified model
[BAO1]. A composition-filter object consists of two parts: an interface and
an implementation part. The interface is in charge with messages passed
between objects. It consists of one or-more input and output filters, optional
internal and external objects and method header declarations. Filters are
controlled by conditions. Filter names, method headers and conditions
names can be made visible to the clients, but the implementation part is
hidden: Each incoming message must pass a bank of input filters, each of
which could cause the message to be blocked, diverted to another object, or
modified in some way. Any message sent from the object must pass through
a bank of output filters, with similar functionality. Filters work in a similar
way as meta object protocol change (MOP change). Filters modify the MOP
method Class.acceptMessage and filters can implement aspects (e.g.,
debugging) and views.

4.2 Meta-Object Programming

Some of the original inspiration for AOP comes from research in dynamic,

reflective object-oriented languages and meta-object protocols.
Computational reflection [Smi84] enables a program to access its

internal structure and behaviour and to programmatically manipulate that
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structure, thereby modifying its behaviour. The process of getting access to
reflective data is called reification.

Meta-Object Protocol (MOP) [KRB91] provide the ability for a
program to reason about itself. MOPs offer a refined form of reflection that
focuses on modifying and reacting to object behaviour at runtime or
structurally reflecting upon code at compile time. At the origin, the Meta-
Object Protocol is a protocol layer in Common Lisp which contains a set of
default rules about how methods are added, how classes inherit from super-
classes, aso, that is, how the CLOS object system works. These protocols
are built into the object system, and are enforced automatically, making the
application development process much more efficient, as the protoecols do
not have to be manually invoked by the programmer wherever they are
needed throughout the application. The typical features of a MOP-include
programmatic control of dynamic dispatch and subelassing of metaobjects
such as classes and methods. More, the default rules of the MOP can also be
modified, enabling the programmer to actually customize the object system
to suit the application.

Using the MOP, the developer can model any object system he wants,
even the object system of another language such as Java. MOPs for OO
systems provide meta-objects attached to other objects or control or data
flow structures and provide the ability to intercept base operations in the
code and jump to the relevant meta-level meta-object. Java provides a kind
of reflection capability. A’ Java program can ask for the class of a given
object, find the methods of that class, and then invoke one of those methods.
The Class and Method classes in Java are considered meta-classes and their
instances are considered metaobjects. A metaobject protocol defines
execution of an application in terms of behaviour implemented by
metaclasses. Unfortunately, Java's reflection capabilities are not complete;
it'sca kind of read-only property: a program can query the methods of a
class, but it cannot change them, whereas a full MOP allows modification of
any meta-information that can be reified. More, Java does not allow
subclassing of metaclasses Class and Method. Using the terminology of
[KRB91], one can say that Java provides introspection but not intercession.
Other OO languages, such as C++, provide even less in the way of
computational reflection.

4.3 Adaptive Programming

Adaptive Programming (AP) [Lie96] is a novel programming style that has
been invented and developed by the Demeter Research Group at The
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Northeastern University in Boston. AP is a methodology rather than a
concrete technology. It provides a high-level interface to conventional OOP,
aiming at the production of better evolvable and maintainable code. AP
decouple the class graph and behaviour of OO software along two
dimensions, by using the Law of Demeter. It decomposes behaviour from
underlying class graph, so modifications can be made to either dimension,
without having negative side-effects on the other. Unfortunately, the two
dimensions are not completely separated, they overlap and so the two
dimensions of AP are not orthogonal. There must be some dependency
between them because algorithms are always bound to data structures.
Generally speaking, one can say that AP implements ideas of multi-
dimensional separation of concerns [TOHS99].

The Law of Demeter [LO99] is a generally accepted design-style rule.
It was found by Holland during research on the Demeter project in 1987.
The law states:

Each unit should have only limited knowledge about other units:
only units 'closely’ related to the current unit.

In other words, the law promotes the principle of least knowledge, that
is units shall not make assumptions about the whole environment but only
about their immediate neighbourhood: A class should not rely upon the
structure of other classes in the system except for an immediate set of
neighbours. The main idea is to avoid chains of invocations, such as
C.0,.0,.0; in the program code, because (in this case) the class C would
make unnecessary assumptions about the class graph. For instance, C
assumes that the class returned by the operation O; declares and operation
0;. The code may break as soon as O; returns another class. Instead, the
Law of Demeter demands O; to propagate the message to O, which will
propagate it further to O3 [Lie96]. The law improves adaptiveness but the
side effect is the time and space overhead required by the wrapper methods
that propagate the message. The overall structure of the class hierarchy is
discovered by the runtime system in the form of a UML-like class graph,
and programmatic traversal of this structure is permitted using the adaptive
visitor design pattern and a traversal strategy [LP97]. The traversal
strategies specify the collaborating classes of operations, they define
traversals on class graph, without enumerating all the classes, but by setting
some minimal constraints that a concrete class graph must meet so that the
traversal graph can be built. The actual behaviour is realised by adaptive
visitors, which encapsulate the functionality of entire operations. The
combination of a traversal strategy and an adaptive visitor is also known as
a propagation pattern and all the above principles of AP operate under the
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term structure-shy programming. In general, an AP-enabled software is
much adaptive (able to adapt to a new class graph) if has been developed
with these principles in mind.

4.4 Subject-Oriented Programming

Subject-oriented Programming (SOP) is a program composition
technology from IBM initiated by H. Ossher and W. Harrison [HO93]. The
work is based on the observation that many objects in a software system
play different roles during their lifetimes. In tool and application:integration,
it is common for different tools and applications to associate different states
and behaviours with a same object. Their example is a Tree object, playing
roles as a home to a Bird object, a Logger object, an Accountant object, aso.

A subject is a collection of state and behaviour specifications pertinent
to a particular application or tool. A subject is“definitional, it does not
contain itself any state, it is a collection of class fragments whose class
graph models its domain in its own subjective way. A subject may be a
complete application in itself, or it may be an incomplete fragment that must
be composed with other subjects to produce a complete application. Subject
composition combines class’ hierarchies to produce new subjects that
incorporate functionality from existing subjects.

Subject-oriented programming involves dividing a system into subjects
and writing rules to compose them correctly. Different subjects can
separately define /and operate upon- shared objects, without any subject
needing to know the details associated with those objects by other subjects.
Subject activation provides an executing instance of a subject, including the
actual data manipulated by a particular subject. Composition rule specifies
in detail how the components are to be combined. An object identifier (0id)
is the globally known unique identification of the object as it appears in the
context of one or more subjects of interest. Object means the state and
behaviour associated with an object identifier by that subject and there is no
global concept-of class.

SOP is a language-independent technology. IBM have built support for
subject-oriented programming in C++ as an extension of the IBM
VisualAge for C++ Version 4 (VAC++) compiler and environment, in Java
as Hyper/J, that supports multi-dimensional separation of concerns, and in
ENVY/IBM Smalltalk.
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4.5 Intentional Programming

Intentional Programming (IP) provides a natural, modular way for a
programmer to manufacture a software system. IP enables programs to be
written and viewed in a variety of specific notations. IP allows the
programmer to specify a language-neutral intent through an easy to
manipulate interface, and then IP can generate code in any target language.
The technology was coined by Charles Simonyi's team while he was
working at Microsoft Research [Sim95]. IP belongs more to Model-Driven
Architectures (MDASs) and code generation tools than to AOP. AOP looks at
programs and seeks cross-cutting aspects which localise the expression of
that aspect (with all the benefits that such localisation affords), whereas IP
looks at the specifications (the stakeholders concerns) and tries to faithfully
represent those concerns in an XML tree-like form.

4.6 Aspect-Oriented Programming

Aspect-Oriented Programming (AOP) addresses the problem of the
dominant decomposition by implementing the base program (addressing the
dominant concern) and several aspect programs (each addressing a different
cross-cutting concern) separately and then weaving them all together into a
single executable program. Each aspect deals with a particular concern and
is implemented by a special-purpose type.

4.6.1 AOP Concepts

The two major /features that define an aspect-oriented system are
quantification and obliviousness [FF00]. Quantification refers to the fact
that a piece of code may affect another, completely separated piece of code
somewhere else in the system. One can distinguish between static (source
code) and dynamic (runtime) quantification. More, static quantifications are
divided in black box (made only over the public interface) and clear box
(made over the parsed structure of the underlying code). Dynamic
quantifications are made over run-time events, like calling a subprogram or
raising an exception. Obliviousness refers to the fact that the affected piece
of code has not been specially prepared to receive this modification.

Recall [KLM97] concerns are properties or areas of interest in the
system and they can be implemented as components (if can be cleanly
encapsulated in a generalised procedure) or as aspects (if cannot be cleanly
encapsulated in a generalised procedure). Concerns crosscut if the methods
related to those concerns intersect, both inside a class or over several
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classes. AOP provides a way to encapsulate concerns. A location which is
affected by one or more crosscutting concerns is called join point. A
programmer can add here new actions, before or after the original code
execution, on the static or dynamic structure of the program. An aspect is a
modular unit of crosscutting concerns. Each aspect can be expressed in a
separate and natural form, and can be automatically combined together into
a final executable form by an aspect weaver. As a result, a single aspect can
contribute to the implementation of a number of procedures, modules, or
objects, increasing reusability of the code. Now is obvious that every AOP
language should have three critical elements for separating.-crosscutting
concerns: (i) a join point model, (ii) a means to identify join points;and (iii)
an implementation tool for the join points [EAKO1].

4.6.2 AOP Programming Languages

Heron is a new open source, general purpose, strongly typed, imperative
programming language with built-in support for object oriented (OOP),
interface oriented (IOP) aspect oriented (AOP) and generic programming
techniques (http://www.heron-language.com). The Heron syntax is a mix of
Pascal, Java and C++. Heron.is designed primarily as a compiled language
but the Heron language specification includes an easily interpreted subset
called HeronScript.

AspectJ is a simple general-purpoese extension to Java that provides for
implementation of crosscutting concerns (http://www.aspectj.com). Aspect]
identifies join points in the execution flow of a Java program, as nodes in a
simple runtime object call graph. These nodes are the points at which an
object receives a method call and points at which an attribute of an object is
referenced. The edges are control flow relations between the nodes.
Pointcuts are a means to make reference to a set of join points and to
manipulate certain values captured in those join points. Advices are modules
that encapsulate the crosscutting implementations upon pointcuts. Aspects
are units of modular crosscutting implementation.

JBoss (http://www.jboss.org) is one of the most popular Java
application servers in the industry and is the de facto Java application server
development standard. It was developed as open source software, and passes
over four million downloads. JBoss includes full support for J2EE-based
APIs, that is Java objects can leverage features such as transactions and
security that are usually reserved for J2EE objects. These features are
provided as a collection of predefined aspects, and can be applied to
application objects via dynamic weaving, without requiring the application
itself to be recompiled. In other words, the JBoss AOP framework allows
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developers to write plain Java objects and add or remove some aspects
(locking, encryption, and logging) later at runtime. JBoss is available at.

AspectWerkz (http://aspectwerkz.codehaus.org/) is a dynamic, fast, and
free AOP framework for Java that offers both offline and online aspect
weaving mechanisms. The offline mode allows aspects to be integrated
("woven") into application code before the application is deployed. The
online mode weaves the aspects at class load-time in a transparent way.
Both implement dynamic AOP concepts that allow developers and system
operators to add, remove, and modify aspects during the execution of an
application. One can choose between an XML-based notation.or.on a Java
framework.

5 Conclusions

Aspect-oriented programming claim to contribute to solve the problems
mentioned for OOP so one can ask if it will replaceithe methodologies we
know today. AOP is a very important paradigm that gives the programmer
the opportunity to move distracting support functionality away from the
primary code. There is no risk for inconsistency since a modification of the
aspect code will be applied everywhere the aspect is used. Maintainability is
improved as changes only have to be performed in one place. In this way,
AOP will probably add a new standard to programming, but it will not
replace anything we use today, in the same way as OOP did not replaced
procedural and functional programming. They are a part of OOP and so will
OOP be in AOP.

AOP complements OOP by facilitating another type of modularity that
puts together the implementation of a crosscutting concern into a single unit.
The< main benefits of AOP come from its ability to modularise
implementations of crosscutting concerns. AOP strives to overcome the
problems caused by code tangling and code scattering, improving thus
productivity, reusability and the evolution of code. Because every concern is
addressed separately with minimal coupling, the result is a system with less
duplicate code, a modularised implementation even in the presence of other
crosscutting concerns. This output is much easier to understand and
maintain.

The main problem with AOP is that it adds a new dimension of
possibilities and another one of complexity, hence the danger to keep it as
simple as possible such that ordinary programmers can use it. AOP
complexity comes from the new mechanisms and tools used in the
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implementations. Because AOP is actually a new paradigm, its application
comes with the same sort of problems as when going from procedural
programming to OOP. For instance, AOP is not very well tested and
documented, and there is a lack of specific development tools.

AOP introduces a new paradigm, a new way of handling crosscutting
concerns, a problem that is hard to solve in OOP. The future works for
AOP.
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